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Abstract
The use of innovative technologies in speech-language 
pathology is revolutionizing diagnostic and treatment 
approaches for individuals with communication disor-
ders.  This evolution has required educators to integrate 
the use of technologies into the clinical training pedagogy.   
Phonetic transcription is a foundational skill presented 
early in the undergraduate speech-pathology curriculum 
and serves as the basis for advanced course work in clini-
cal diagnostic decision-making.  Mastery requires regu-
lar practice and performance feedback.  One factor that 
impedes the provision of more practice opportunities 
is the widely agreed-upon problem of grading phonetic 
transcription assignments by hand. The development of 

a computational tool that automatically grades transcrip-
tion assignments served as the mechanism for an inte-
grated learning opportunity between the departments of 
Communication Disorders and Computer Science and 
Software Engineering at Auburn University.  

Introduction
The use of innovative technologies for clinical practice in 
speech-language pathology is revolutionizing practices 
for diagnosis and treatment of communication-related 
disorders across the lifespan. This evolution has also 
required educators to integrate the use of technologies 
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into the clinical training pedagogy. One such area is in 
the teaching of phonetic transcription (Abel et al., 2016; 
Mompeán, Ashby, and Fraser, 2011; Sullivan and Czigler, 
2002; Titterington, and Bates, 2018; Vassière, 2003 Ver-
hoeven and Davey, 2007).  Phonetic transcription allows 
speech-language pathologists (SLPs) to (1) create a visual 
representation of the status of speech production skills 
and (2) to interpret the coded speech in order to make 
diagnostic decisions for individuals at risk for communi-
cation disorders. 

Phonetic transcription is a foundational skill pre-
sented early in the undergraduate communication disor-
ders curriculum (Howard and Heselwood, 2002; Ran-
dolph, 2015). Students of communication disorders must 
become experts in phonetic transcription, which involves 
capturing the sounds of speech in written form in order 
to create a transcript that represents how words were 
produced by an individual speaker (Knight, 2010).  This 
written phonetic transcript is important for continued 
assessment and clinical diagnostics.  However, phonetic 
transcription requires the development of the ability to 
categorize speech sounds perceptually into phonemic cat-
egories and to write what was perceived using the Inter-
national Phonetic Alphabet (IPA) coding system (How-
ard and Heselwood, 2002, Ladefoged, 1990). The IPA 
coding system contains over 100 symbols representing 
consonants, vowels, diacritics, accents, and suprasegmen-
tals. This is a substantial number of symbols to become 
familiar with, learn to identify, and use, within a single 
course.  As in other scientific disciplines such as chem-
istry and computer science, a universal code allows for 
the standardization of the documentation, analysis, and 
interpretation of the code by specialists in the field, and 
just as the periodic table or JAVA Code may seem at first 
to be a foreign language to novices, the International Pho-
netic Alphabet (IPA) presents as a new language as well 
(Müller and Papakyritsis, 2011).  Many students find this 
written code to be challenging, as it requires a cognitive 
shift from the standard written alphabetic code system to 
a perceptual system that captures the contrastive distinc-
tions between the sounds in language (Knight, 2011). For 
example, although the words ‘coat’ and ‘king’ start with dif-
ferent letters in the standard written alphabet, phoneti-
cally, there is no distinction, and so the IPA characters 
are the same (‘k’).  Similarly, a single alphabetic character, 

such as the ‘s’ in ‘sing’ and ‘has,’ may be represented by dif-
ferent IPA characters (‘s’ and ‘z’, respectively, in the pre-
vious example). In some cases, such as the words ‘ball’ 
and ‘light,’ the IPA characters have to be further notated 
with additional symbols (diacritic [ł] versus phoneme 
/l/, respectively) that describe the variation in how these 
two same sounds are produced in different places in the 
mouth although they are the same sound.  This challenge 
is compounded as phonetic transcription tasks increase 
in complexity from individual sounds to full words and 
sentences. Advanced skills are required to transcribe us-
ing diacritics.  

Students who want to become speech pathologists 
typically receive one semester of instruction in phonetics; 
however, recent attention has been drawn to whether this 
provides students with enough opportunities for learning 
(Randolph, 2015). Recent evidence supports the idea that 
additional opportunities for practice may positively affect 
student success (Hillenbrand, 2014; Hillenbrand, Gay-
vert, and Clark, 2015).  Conversely, “the less experience 
students have in conducting phonetic transcriptions, the 
less apt they are at becoming proficient in this skill” (Ran-
dolph, 2015, p. 1). Surveyed practicing clinicians have also 
expressed the need for additional practice opportunities 
as students and for meaningful opportunities to extend 
their training further as practitioners (Knight, Bandali, 
Woodhead, and Vansadia, 2018).  

The Real-World Issue
When learning methods for the transcription of disor-
dered speech, it is beneficial for students to receive regu-
lar feedback on their progress and to have opportunities 
to collaborate with peers to understand the flexibility of 
speech perception during the transcription process. One 
factor that limits the provision of such experiences is the 
widely agreed-upon problem of grading phonetic tran-
scription assignments (Heselwood, 2007). Traditionally, 
phonetic symbols are taught sequentially in a face-to-
face instruction model, the students are assigned pho-
netic practice assignments on paper, and the assignments 
are graded later by hand. Students rarely get immediate 
feedback on transcriptions since grading by hand is time 
intensive. Additionally, when trying to provide timely 
feedback to students, it is often difficult for an instructor 
to get a clear picture of the overall types of mistakes stu-
dents are frequently making and to utilize this feedback 
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to inform instruction. The teaching of phonetic transcrip-
tion therefore presents a unique pedagogical opportu-
nity for enhancing student learning with the support of 
online learning platforms that could automate some of 
these processes (Titterington and Bates, 2018).  The lack 
of an automated grading model for phonetic transcrip-
tion assignments presents an important gap in the exist-
ing teaching tools. To address this gap, faculty from the 
Auburn University Department of Communication Dis-
orders proposed the development of a computational tool, 
the Automated Phonetic Transcription Grading Tool, to 
automatically compare students’ phonetic transcriptions 
of speech samples to their instructor’s transcriptions.

Operationalizing and automating the phonetic tran-
scription grading process through the implementation 
of such a computational tool has many benefits, includ-
ing (1) decreasing instructor time and effort in grading 
phonetic transcription accuracy, (2) reducing scoring bias, 
(3) facilitating learning by providing students with im-
mediate feedback, (4) informing the teaching process by 
providing data on student performance, and (5) increas-
ing engagement and dynamic learning. Also, the ability to 
visualize summative class results allows students to see 
differences between their transcriptions and 
those of their peers. This visualization can 
promote discussion about differences in hu-
man speech production and perception and 
replicate real clinical cases where clinicians 
have differences in perception and clinical 
decision-making.

Interdisciplinary Learning Model 
The development of the Automated Phonetic 
Transcription Grading Tool (APT-GT), 
served as a mechanism for an integrated 
learning opportunity between the departments of Com-
munication Disorders (CMDS) and Computer Science 
and Software Engineering (CSSE) at Auburn University. 
Faculty in the CMDS department challenged the CSSE 
department to create a user-friendly, aesthetically pleas-
ing web-based interface for practice transcription assign-
ments (Norman, 2002), and to implement an algorithm 
to automatically grade the assignments.  An answer to 
this challenge was the integration of student learning in 
CSSE and CMDS to inform the design and implementa-
tion.  This service-learning opportunity allowed students 

in a User Interface Design course, a software engineering 
upper-level undergraduate and graduate course, to con-
nect engineering science with the public issue of effective 
and efficient identification of individuals with communi-
cation disorders.

To design the APT-GT, the CSSE team first gathered 
requirements from the subject matter experts in the field 
(the CSDS team), then crafted user scenarios for the Stu-
dent User, Teacher User, and Admin User of the system.  
The scenarios were captured utilizing Unified Modeling 
Language (UML) to capture a pictorial description of the 
system and cataloging roles, actors and their relationships, 
system interaction, and flow (Booch, Rumbaugh, and Ja-
cobson, 2005; Rumbaugh, Booch, and Jacobson, 1998). 
Operation Logic was codified through simplified class 
diagrams to inform the design and describes the struc-
ture for the users of the system as illustrated in Figure 
1 (Sparks, 1995).

Once the system scenarios were captured, software re-
quirements created, software language identified, and envi-
ronment identified, the software development team began 
iteratively developing software to instantiate this software 
system. The initial development began with the creation of 

low-fidelity drawings (i.e., paper prototypes) of our vision 
of the system and the creation of quick wire-frames of 
the envisioned system (Bailey, 1982; Shneiderman and 
Plaisant, 2010). In the second stage of prototyping, these 
images were refined to make them more detailed and to 
improve aesthetic appeal (Norman, 2002).

Keyboard development
One special requirement of the system was the design 
of the IPA keyboard.  Many of the other features that 
we have developed in the APT-GT system are available 
in existing course management systems, but one unique 

FIGURE 1: Operation Logic for the Teacher Role
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aspect was the development of an interactive IPA key-
board.  Students typically are required to complete as-
signments by hand, download special fonts, or copy and 
paste symbols from websites (Small, 2005, p. 4–5).  Stu-
dents who are initially learning IPA may be additionally 
encumbered by the need to search for symbols in texts 
or online.  In the design process, key placement and size 
were considered to reduce the time searching for keys.  
Multiple versions of the keyboard were implemented to 
engage students in basic American English broad tran-
scription (“Keyboard 1”), advanced narrow transcription 
of disordered speech using diacritics (“Keyboard 2”), and 
a complete set for full IPA implementation for interna-
tional and multilingual use (“Keyboard 3”).  Scaffolding 
the keyboard complexity was considered in order to re-
duce confusion for the novice user and build confidence 
in the task incrementally. 

Outcomes of the Integrated 
Learning Model
CMDS course

Implementation of the software tool was supported 
by the first and third authors’ articulation and motor 
speech disorders courses in CMDS. CMDS students 
collaborated through the  participatory design process 
(Bailey, 1982; Shneiderman and Plaisant, 2010) to aid in 
the development of the first version of APT-GT.  Stu-
dents (n=67) in undergraduate and graduate course work 
were used as beta testers to provide ease of use feedback 
to the student-led design team.  Student feedback was 
used for refinement of the software to meet identified 
instructional needs.  The students were surveyed at the 
beginning and end of the semesters to determine if the 
applied computer-supported learning environment with 
automated performance feedback increased confidence 
in their mastery of transcription when given additional 
practice.  Students were asked the following: What is 
your greatest concern in transcribing disordered speech? 
What do you think you need to learn to be a more con-
fident transcriber? If your level of confidence is different 
now compared to the beginning of the course, what as-
pects of the training modules do you think affected your 
level of confidence? What components of the transcrip-
tion modules seemed helpful to you in learning phonetic 
transcription? The data were analyzed qualitatively to un-
derstand student sentiment following transcription prac-
tice modules.   Open-ended responses were collapsed into 
themes independently by two research analysts. Themes 

FIGURE 2: Wire frames FIGURE 3: APT-GT Advanced Learner Keyboard Design 



Speights Atkins, Seals, & Bailey: At the Intersection of Applied Sciences 41 science education and civic engagement 11:1 winter 2019

were further collapsed into broad categories agreed upon 
by the two researchers.

Results
Students’ greatest areas of concern in transcribing dis-
ordered speech were in their ability to understand dis-
ordered speech (38%), to transcribe accurately (39%), to 
transcribe speech sounds (20%), to transcribe quickly 
(1%), and their general lack of experience (1%).  To be a 
more confident transcriber, students expressed the need 
for increasing their knowledge of the phonetic symbols 
(39%) and additional opportunities for practice (35%).  
Levels of confidence were reported to have increased as 
a result of additional practice opportunities (32%), the 
variety of speech samples, which included talkers with 
different disorders (31%), automated feedback (13%), and 
comparison of peer results (13%). Others commented on 
the ease of use of the keyboard and the frequent oppor-
tunities for practice.  When asked which components of 
the transcription modules were most helpful, students 
rank-ordered the following items (one being the highest): 
(1) access to real clinical speech samples, (2) the ability to 
compare transcriptions with those of classmates, and (3) 

obtaining automated transcription feedback (see Figure 
4).  A few (six) students indicated that they did not think 
the transcription modules increased their confidence, 
and one student did not feel that they benefited from the 
modules.

CSSE course
This User Interface Design course helped CSSE students 
integrate the theory of user interface design by engag-
ing in practical software development projects through 
a  fully elaborated real-world case study. This course 
model typically gives students a solid understanding of 
the user interface design process (Wolf, 2012; Holtzblatt 
and Beyer, 2014;  Caristix, 2010). The current learning 
episode  included the following components: gathering 
of requirements, task analysis, development, testing, and 
a project presentation of findings from preliminary user 
evaluations pertaining to the analysis of user satisfaction 
and system effectiveness.   It also gave them real-world 
experience in teamwork, as they collaborated with a team 
of four to eight individuals, as well as additional practice 
in important programming skills.  

FIGURE 4:  Student Ranking of Transcription Modules Components Considered to Be Helpful
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Conclusion
Through this collaborative and multifaceted effort, we 
aimed to create a rich learning experience for students 
in both departments to increase the efficiency of CMDS 
and CSSE instruction.  Students in both classes had op-
portunities that increased engagement and interaction 
with science-based applied methodologies for address-
ing current public health issues. This marriage of com-
puter software engineering and communication disorders 
learning objectives met two major goals: (1) to provide 
increased student engagement and (2) to increase applied 
science by addressing real-world problems.  Instructors 
were able to close the theory-to-practice gap in two dif-
ferent disciplines through interdisciplinary collaboration. 

Future directions
We are currently working on making the learning man-
agement system more widely available to allow for testing 
by faculty at other institutions, particularly within the 
CSD profession, but also by teachers of linguistics and 
foreign languages and teachers of English to speakers of 
other languages.  We also aim for further development 
and refinement to improve the user interaction experi-
ence and to improve technical support for usage with 
other languages.
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